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Abstract

In the field of computational argument qual-
ity assessment, logic and dialectic are essential
dimensions used to measure the quality of ar-
gumentative texts. Both of them have found
their way into the field due to their importance
to argumentation theory. We trace the develop-
ment of core logical concepts of validity and
soundness from their first use in argumentation
theory to their understanding in state-of-the-art
research. We show how, in the course of this
development, dialectical considerations have
taken center stage, at the cost of the logical
perspective. Then, we take a closer look at the
quality dimensions used in the field of compu-
tational argument quality assessment. Based on
an analysis of prior empirical work in this field,
we show how methodological considerations
from argument theory can benefit state-of-the-
art methods in computational argument quality
assessment. We propose an even clearer sepa-
ration between the two quality dimensions not
only in regards to their definitions, but also in
regards to the granularity at which the argumen-
tative text is being annotated and assessed.

1 Introduction

The field of computational argument quality assess-
ment (CA) is dedicated to the goal of accurately
assessing the quality of arguments using compu-
tational methods. Starting with the assessment of
essays (Persing et al., 2010; Persing and Ng, 2013,
2014, 2015) and slowly moving towards the anal-
ysis of smaller texts extracted from the internet
(Wachsmuth et al., 2014; Braunstain et al., 2016),
the field explored texts of various sources and types
on various quality dimensions (Tan et al., 2016;
Habernal and Gurevych, 2016a; Durmus et al.,
2019; Gretz et al., 2020). While many approaches
considered individual texts on their own (i.e., ab-
solute quality), a few also compared pairs of ar-
guments (i.e., relative quality, e.g., Habernal and
Gurevych 2016b). To systematize the previously

explored quality dimensions and to connect them
to existing theoretical frameworks of philosophy,
Wachsmuth et al. (2017) created a taxonomy for
CA, which has ever since been widely referenced
and used in the field. We revisit the taxonomy and
analyze it from both a philosophical-conceptual
as well as an empirical perspective. We thereby
particularly focus on the logical and dialectical
dimensions including their sub-dimensions. The
detailed analysis of rhetoric and its sub-dimensions
thus remains for future work.

Making progress in this area of research is im-
portant, as we expect that formative feedback to
students on their argumentative writing will be in-
creasingly given by systems using artificial intelli-
gence, as opposed to human instructors. Therefore,
it is paramount that these systems apply a reason-
able, philosophically sound and empirically valid
notion of argument quality (AQ). Unfortunately, as
we shall see, the topic is a complex one, involving
formal as well as informal logic, epistemology, ar-
gumentation theory, and of course natural language
processing (NLP). The uses of central concepts
such as argument, logic, and dialectic1 often differ
already within one single discipline, and they don’t
travel well across disciplinary boundaries. As a
consequence, researchers are systematically talk-
ing past each other, and empirical data becomes
questionable, as it is framed in ambiguous concep-
tual terms. Thus, our main contributions consist in
(1) describing some of the conceptual discrepan-
cies of this field, (2) empirically determining the
tangible empirical consequences of these discrep-
ancies, and (3) making specific recommendations
to amend this situation.

To create a common understanding of the ter-
minology used in our work, we first focus on the

1In argumentation theory, the term “dialectic” is sometimes
also written with an “s”. Here, we consistently use the variant
without “s” that is standard usage in CA and also found in
argumentation theory, e.g., in Johnson (2009, 6).



English term “argument”, but we would like to
emphasize that, as research in CA becomes increas-
ingly multilingual, it is important to be aware of
the different cross-lingual meanings of “argument”.
Otherwise, one runs the danger of erroneously ap-
plying a definition of argument taken from English
on a language where this definition is not a good fit.
The terminology that we introduce here is widely,
but not universally accepted. Importantly, it is fol-
lowed by Wachsmuth et al. (2017), which will be in
the focus of this paper. On this account, it is useful
to distinguish three main levels of granularity:

Argument Unit. The argument unit is the finest
level of granularity, it refers to individual premises
or conclusions, that is, individual statements that
can be part of an argument (used, e.g., in Traut-
mann et al. 2020).

Argument. An argument is a set of propositions
such that one of it is the conclusion, and one or
several others are the premises. The relationship is
such that the truth of the premises necessitates, or
makes plausible, rational, or likely the truth of the
conclusion (Siegel, 2024, 473)2.

Argumentation. An argumentation typically
contains a number of arguments on a particular
topic. Wachsmuth et al. (2017) differentiate be-
tween a Monological Argumentation – presenting
multiple arguments from one side of the debate –
and a Dialogical Argumentation (also called de-
bate), which in addition to a monological argumen-
tation contains counterarguments presented from at
least one contrary perspective. The debate is held
together by its overarching topic and the history of
back and fourth between opposing views on that
topic. In contrast, in the literature from informal
logic and philosophy, “argumentation” is usually
only used in the sense of dialogical argumentation3,
whereas what Wachsmuth et al. (2017) refer to as
monological argumentation would simply be con-
sidered a long or complex argument. From a theo-
retical point of view, it seems that Wachsmuth et al.
(2017) under-represent the significance of dialectic
in argumentation, yet for reasons of readability, we
still follow their terminology in this regard.

2Siegel (2024) also points out that argument, as it is cur-
rently used, suffers from a process-product ambiguity: It refers
both to the process of rationally defending a position and the
products of this process; our definition emphasizes the product
side, as this is central for CA.

3See, e.g., Dutilh Novaes (2022): “Argumentation can
be defined as the communicative activity of producing
and exchanging reasons in order to support claims or de-
fend/challenge positions [. . . ] It is arguably best conceived as
a kind of dialogue [. . . ]”.

2 From Logic to Dialectic in Three Steps

In this section, we introduce central concepts of
argumentation theory that underpin much of cur-
rent concepts of CA. We start with introducing
the background from classical philosophical logic,
and we sketch informal logic’s initial reaction to
it (2.1). Then, we delineate how this reaction was
systematized (2.2), and we conclude by observing
a development towards dialectic in the field (at the
cost, ironically, of logic), a development that we
consider well-founded (2.3).

2.1 From Soundness to The ARS Scheme
The systematic pursuit of logic and argumentation
theory has been initiated in western philosophical
thought with the work of Aristotle, approximately
400 B.C. He introduced syllogistic logic, a system-
atic way to identify deductively valid inferences in
a very restricted search space (Aristotle, 1984). For
many centuries, this notion of deductively valid
inference has dominated the discussion. An infer-
ence is deductively valid if it is necessary that the
conclusion of an argument is true if its premises
are true; in other words, in a deductively valid argu-
ment, if you know that the premises are true, then
you also know with certainty that its conclusion
is true. Within deductively valid inferences, the
species of formally deductively valid inferences (in
short: formally valid inferences) dominated. For-
mally valid inferences are such that their validity
depends on the form of the propositions involved
rather than on the meaning of the concepts. For in-
stance, Example (1) is valid regardless of whether
you replace President Biden, cat, or fish with any
other concept4.

(1) President Biden is a cat. All cats like fish.
Therefore, President Biden likes fish.

Historically, the works of Frege (1879) and then
Russell (1905) have provided arguably the first
revolutionary technical advancements in the realm
of formal logic since its foundation by introducing
and refining the predicate calculus.

The ideal of this tradition is the sound argument
(or inference): An argument that is valid and whose
premises are also true. In combination, this guar-
antees the truth of the conclusion (note that this

4Note, however, that there are not only formally deduc-
tively valid inferences, but also materially deductively valid
inferences, where the validity of the inference depends on
the meaning of the concepts involved. See Gubelmann et al.
(2024) for a recent overview of this terminology in the field.



also means that a deductively valid inference can
have patently false premises, as in (1)). Example
(2) presents one such case of a sound argument.

(2) A biological kind belongs to the class of
Mammalia (“are mammals”) if female indi-
viduals of the kind normally produce milk
to feed their offspring. Whales are mam-
mals. Therefore, female whales normally
produce milk to feed their offspring.

Roughly since the end of WW2, some scholars
have become dissatisfied with this general approach
towards logical reasoning and argumentation. In
brief, they thought that being deductively sound
is neither necessary nor sufficient for an argument
to be good, reasonable, or reliable. For instance,
our Example (3), while clearly being a deductively
sound argument (i.e., it is deductively valid and its
premises are true), will not be considered a good
argument by any standard: Its premise and its con-
clusion are identical, which means that there is no
chance that it will convince any audience of its
conclusion that does not already accept it.

(3) All cats are mammals, therefore, all cats are
mammals.

In contrast, Example (4) is arguably a good argu-
ment, where the truth of the premise gives reason to
believe in the truth of the conclusion, even though
the truth of the premise does not necessitate the its
conclusion, which means that it is not deductively
valid, let alone sound. To see why it is not deduc-
tively valid, note that it is perfectly possible that the
sticker could erroneously have been applied to a
non-organic orange, thus creating a situation where
the premise is true, while the conclusion is likely
(but not necessarily) false.

(4) There is an “Organic”-sticker on that Or-
ange, therefore this orange has been pro-
duced organically, therefore, it will contain
less traces of pesticides.

These examples prefigure two major ways in which
this new approach to arguments and logic, mostly
called informal logic (but also argumentation the-
ory, or sometimes also simply critical thinking),
diverged from the traditional branch: (i) It was in-
terested in the credibility, acceptability, or reliabil-
ity of the premises as opposed to in their truth, and
(ii) it emphasized a kind of validity of inferences
where the truth of the premises does not necessitate,

but does make reasonable or plausible, or likely the
truth of the conclusion.

This kind of validity is called by different names,
such as abductively valid (Lipton, 1991), defeasibly
valid (Leslie, 2007), or inductively valid (Wilbanks
2010). We here settle for the final and most com-
mon option: inductive validity. As can be seen
in Example (4), there can be arguments where the
premises are not certain to be true, and where the
truth of the premises does not guarantee the truth
of the conclusion, but which are, in normal cir-
cumstances, good arguments. For instance, assum-
ing you are in a store that is generally trustworthy,
when you see an “organic” sticker on an orange,
that makes it reasonable to assume that it is an
organically produced orange (but it’s not certain
to be true), and this, again, makes it reasonable
(but not certain!) that it contains less pesticides.
The interested reader may refer to Gubelmann et al.
(2024) for more details on how these concepts have
influenced NLP and natural language inference in
particular.

This basic intuition has then been systematized
into the so-called ARS-Scheme that has explicitly
been proposed to provide an umbrella conception
for several conceptions of soundness proposed by
informal logic (Johnson 2009, xiii and Blair 2015,
36-37): a good argument should be one whose
premises are Acceptable (but, pace soundness, not
necessarily known to be true), that are individu-
ally Relevant and jointly Sufficient to support the
conclusion (without, pace soundness, necessarily
necessitating its truth).

2.2 Complementing Logic with Rhetoric and
Dialectic

The research programs of argumentation theory
and informal logic (compare Groarke 2024 for an
overview of the field)5 have been motivated with
this basic conviction that not all (see Example (3))
and not only (see Example (4)) deductively sound
arguments are good arguments. Researchers work-
ing in these research programs then developed a tri-
partite systematic of logic, dialectic, and rhetoric.
Perelman (1971) is among the first to propose the

5In terms of the topics that it addresses, informal logic
is largely coextensive with argumentation theory, while it
might be distinguished by a particular emphasis on examining
and teaching reasonableness of arguments beyond deductively
valid and sound ones.



distinction6. According to him, logic does not
concern itself with acceptability, or with chang-
ing one’s counterpart’s point of view. This is what
dialectic does (p. 2): it “begins from theses that
are generally accepted with the purpose of gain-
ing acceptance of other theses which could be or
are controversial” (cited after Johnson 2009, 2).
The dialectical perspective enjoys a place of promi-
nence in current argumentation theory (Finocchiaro
1987, 13 and Johnson 2009, 2), however, it is also
the most difficult to define from among the three
concepts (Rescher, 1977, xi). What is common
to all conceptions of the dialectical perspective is
that it involves two different positions, typically as-
sumed by two different persons, and that it focuses
on argumentation (see Section 1), that is, it spans a
number of individual arguments.

The logical perspective is then to do with the
support that premises can lend to conclusions (how-
ever, as we show in the following Section 2.3, the
significance of the logical aspect has decreased to
the benefit of the dialectical aspect).

Finally, rhetoric pertains to the persuasive effect
that an argument can have on people or audiences
– independently of how it was evaluated on the
logical or dialectical dimensions. As previously
mentioned (see Section 1), due to the scope of this
work we will set aside this third perspective in
the present contribution, while acknowledging that
it would be an essential topic to be addressed by
future work.

2.3 Why Dialectic has become more
Important to Informal Logic than Logic

Arguably the most complex conceptual terrain sur-
rounds the concept logic. As detailed above, in clas-
sical argumentation theory, it denotes the logical
aspect, as opposed to the dialectical and rhetorical
aspect. Outside of argumentation theory, logic pri-
marily refers to the study of the formal-deductive
validity or invalidity of different kinds of inferences
(see Section 2.1). Furthermore, a research tradition
within argumentation theory refers to itself as in-
formal logic (see Section 2.1).

In recent years, the field has seen a number of
distinguished voices emphasizing the importance,
or even the priority of the dialectical aspect. For
instance, Van Eemeren (2015, 5) notes that infor-
mal logic focuses on the dialectical and rhetorical

6Wenzel (1990) also emphasizes these three perspectives,
arguing that they are equally valid ways to conceive and eval-
uate arguments.

aspect at the cost of the logical aspect.
This focus on the dialectical aspect is also ob-

servable on one of informal logic’s central con-
ceptual products, the so-called ARS-scheme (see
above, Section 2.1), emphasizing the idea that good
arguments should have premises that are accept-
able, relevant, and sufficient to support the con-
clusion. The central importance of the dialectical
aspect for informal logic can be seen from the fact
that Blair (2012, 93,95,97) emphasizes the central
importance of context and target audience for all
three criteria: a premise should be acceptable and
relevant for a specific target audience in a given
situation, and the premises should jointly be suffi-
cient to support the conclusion, again, for the rele-
vant target audience in a given situation. Freeman
(1991, 93ff.), in his book-length study of the macro-
structure of arguments, also squarely locates the
acceptability condition within a dialectical perspec-
tive (compare also Goldman 1994 on this topic). In
short, the criteria specified in the ARS scheme have
come to be considered to belong to the dialectical
aspect.

We emphasize that this shift towards the dialec-
tical perspective in the literature seems correct: It
always depends on the specific situation, in particu-
lar on the target audience involved, whether or not
a premises is acceptable, whether or not it is indi-
vidually relevant, and, in conjunction with the other
premises stated, sufficient to inductively entail the
conclusion. For instance, regardless of its truth,
some target audiences might not accept that whales
are mammals, thus refusing to accept one of the
premises in Example (2). In contrast, another more
zoologically educated audience might accept that
premise without any further argument. Similarly,
to a generally suspicious audience, the premises
in Example (4) might not be sufficient to support
the conclusion (for instance, they might generally
suspect that the big food industry always lies to
them). Indeed, it might even be that they consider
any “Organic” stickers on an orange as so untrust-
worthy as to be irrelevant to the conclusion. This
illustrates that acceptability, relevance, and suffi-
ciency are always relative to an argument’s general
context, and to its target audience in particular.

We note that this distinguishes informal logic
from traditional formal logic: whether an inference
is formal-deductively valid is independent of any
target audience; to simplify slightly, whoever does
not accept the validity of a deductively valid infer-
ence thereby shows either a lack of understanding



of the respective language, or shows that she is
speaking her own idiolect.

We now focus on the quality dimensions that
have been developed in argumentation theory and
that are particularly relevant for the field of CA. At
root, the three different perspectives on argumenta-
tive discourse (i.e., logic, dialectic, rhetoric) come
with three different sets of norms for evaluating the
quality of arguments (Blair, 2012; Siegel, 2024).
The logical perspective evaluates the epistemic va-
lidity of a given argument, that is, the extent to
which the premise(s) actually support(s) the con-
clusion. The dialectical perspective, in contrast,
asks for the rational acceptability of the premises,
and hence, in the case of a valid argument, the sup-
port that they can lend the conclusion in a given
dialectical setting. In the rhetorical realm, finally,
persuasion is king: Even an invalid argument that
comes with untenable conclusion might get high
scores if it convinces the crowd.

2.4 Two Theoretical Takeaways
We draw two implications from our theoretical-
historical overview:

Isolated Arguments Cannot be Dialectically
Assessed. It is generally not possible to evaluate
arguments (as opposed to argumentations) such as
Example (1) using categories taken from the di-
alectical perspective. These categories require that
one sees how an argumentative text engages the
opposite side and tries to win it over using rational
means; in other words, it requires an argumenta-
tion, or an argument with sufficient context to know
its target audience. Thus, it makes little theoretical
sense to try to evaluate arguments, considered in
isolation without any context, by means of rhetor-
ical or dialectical perspectives and norms. Only
when we know the two (or more) sides involved
in an argumentation with a dialectical structure
will we be able to judge its dialectical value. An
argument might be excellent in a certain argumen-
tation with a given audience, but entirely useless
in another argumentation with another audience.
Without any context, the dialectical value of an
argument is simply unknown. Therefore, we main-
tain that, typically, it is not theoretically sound to
consider an argument in the sense specified above
(Section 1), such as Example (1), from a dialectical
perspective when taken in isolation. In this sense,
there is an intimate connection between the level
of granularity examined and the perspectives that
are available for the examination.

The ARS Scheme is at Home in Dialectic. Sec-
ond, we emphasize that one of the central quality
tests for individual arguments in argumentation the-
ory – the ARS-scheme – is designed to be applied
in the dialectical aspect. It should be understood
to ask whether the premises of an argument are
relevant, sufficient, and acceptable given a specific
context and target audience.

3 Quality Dimensions in Computational
Argumentation

Next, we take a closer look at how the quality
dimensions – logic and dialectic – have been ad-
dressed and annotated by the literature on CA.

Brief overview of the development. Over the
last 15 years, the research in CA has been grow-
ing and researchers have explored various qual-
ity dimensions, typically chosen based on prior
work on argumentation. A series of publications
by Persing and Ng, for instance, have taken a
closer look at essays and debate comments in terms
of their organization (2010), thesis clarity (2013),
prompt adherence (2014), strength (2015), and per-
suasiveness (2017). While their work initially fo-
cused rather on the structural aspects of student
essays, over time this has shifted towards argument-
specific aspects (e.g., persuasiveness). With the
change in the focus of the analysis, researchers also
explored other types of texts such as forum posts,
reviews, or online recommendations, which at that
time aligned well with the increasing amount of
textual data available on various websites. The field
took interest in the sentiment of texts (e.g., Walker
et al., 2012; Wachsmuth et al., 2014), their persua-
siveness (e.g., Tan et al., 2016; Persing and Ng,
2017; Habernal and Gurevych, 2016a,b), and their
convincingness (e.g., Gleize et al., 2019; Toledo
et al., 2019.

Following, Wachsmuth et al. (2017) defined the
first common ground for the work on argumenta-
tion quality assessment in the field of natural lan-
guage processing. By basing their taxonomy on
prior research by Blair (2011), the authors included
the quality dimensions, which have previously been
addressed in the NLP literature, and further ex-
tended the range of the taxonomy to a total of three
main dimensions (i.e., cogency/logic, reasonable-
ness/dialectic, effectiveness/rhetoric) and 11 sub-
dimensions. Here, the effectiveness examines the
rhetorical quality of an argumentative text by as-
sessing its clarity, credibility, appropriateness, emo-



tional appeal, and arrangement. Further, cogency
refers to the logical soundness and validity of an ar-
gument, while reasonableness concerns the dialec-
tical aspects and thus asks whether an argument is
able to “target the resolution of differences of opin-
ions” (Wachsmuth et al., 2017). Both, logic and
dialectic, incorporate three sub-dimensions each
(i.e., acceptability, relevance, sufficiency), yet the
former regards them locally and the latter globally.

Annotated Datasets. Since its publication,
Wachsmuth et al.’s taxonomy (2017) has been fre-
quently applied in the field (see e.g., Ng et al., 2020;
Gienapp et al., 2020; Marro et al., 2022). At the
time of writing the taxonomy is still the most ex-
tensive and formally structured representation of
quality dimensions in the field of CA and is thus at
the core of our analysis. To better understand how
it has been used in practice, we explore annotated
datasets using the taxonomy as a concrete exam-
ple. In particular, we take interest in the annotation
of the logical and the dialectical dimensions to as-
sess whether the theoretical differentiation between
them (or lack thereof, see Section 2.4) also shows
in the existing annotations.

Our first example has been created by the au-
thors of the taxonomy themselves. In their own
analysis, Wachsmuth et al. (2017) point out that
the highest correlation between quality dimensions
is between the local and the respective global ac-
ceptability and relevance. The local sufficiency
correlates the most with logic, yet if the three main
quality dimensions (i.e., logic, dialectic, rhetoric)
are excluded from the correlation analysis, the lo-
cal sufficiency also has the highest correlation with
its global counterpart. We take a closer look at the
quality scores assigned to the pairs of local and
global dimensions by the individual annotators. Ta-
ble 1 depicts the assignment of the same score for
local and their global counterpart dimensions per
annotator in percent. We notice that one of the
annotators (i.e., A1) has assigned the same scores
for all of the three pairs in more than 80% of the
time. While we do not observe such extremities
for the other two annotators, A2 assigned the same
sufficiency score for local and global in 82.19% of
the annotations and A3 in 83.75% of the annota-
tions for acceptability. In addition, we assess the
Pearson’s Correlation Coefficient for the individ-
ual annotators and discovered similar results (see
Appendix A for further details). The observed cor-
relation and assignment of same score may be an
indication that the annotators have difficulty differ-

entiating between the local and global dimensions.
We hypothesize that this could be because annota-
tors are projecting their own dialectical context in
the absence of a predefined one.

Table 1: Assignment of same score for local and global
counterpart dimensions per annotator (i.e., A1, A2, A3).

Acceptability Relevance Sufficiency
A1 85.62% 82.50% 81.88%
A2 56.25% 45.94% 82.19%
A3 83.75% 65.31% 69.69%

Following the taxonomy and annotation guide-
lines presented by Wachsmuth et al. (2017), Du-
mani and Schenkel (2020) created another dataset,
yet only the three main dimensions - logic, dialec-
tic, and rhetoric - have been annotated. Here, two
people annotated premises (and sometimes argu-
ments) for each of the three main dimensions. To
better understand how well annotators differenti-
ate between the local and global dimensions, we
primarily compare their annotations for logic and
dialectic, yet also include an analysis on rhetoric
for completeness and comparison. In cases where a
text was not argumentative (e.g., “I accept”) or the
annotators did not know which score to assign for
other reasons, the first annotator mostly assigned
the lowest possible value (i.e., “1”) and the sec-
ond annotator mostly assigned the “cannot judge”
value (i.e., “?”). We exclude the “?” values from
the dataset for further analysis. In the case of anno-
tator one we remove only 1 annotation, whereas for
annotator two this results in the removal of 278 out
of 1376 annotations (i.e., 20%). Table 2 and 3 show
the assignment of same score for the three main
quality dimensions and all of them for the first and
the second annotator respectively. We notice that
also in this dataset the second annotator assigned
the same values for logic and dialectic for over 84%
of the annotations, however they also assigned the
same values for all three quality dimensions for
75% of the texts.

Table 2: Assignment of same score for quality dimen-
sions for annotator 1 (excluding ‘?’ values).

Logic Dialectic Rhetoric All
Logic - 64.61% 72.31% -
Dialectic 64.61% - 68.02% -
Rhetoric 72.31% 68.02% - -
All - - - 55.01%



Table 3: Assignment of same score for quality dimen-
sions for annotator 2 (excluding ‘?’ values).

Logic Dialectic Rhetoric All
Logic - 84.08% 88.15% -
Dialectic 84.08% - 77.91% -
Rhetoric 88.15% 77.91% - -
All - - - 75.07%

In our last example7 Gienapp et al. (2020) also
annotated only the three main quality dimensions -
logic, dialectic, and rhetoric - yet chose a relative
approach (i.e., A>B, B>A, A=B) and used crowd-
sourcing for the annotation. This means that a
crowd worker (i.e., an annotator, who does not nec-
essarily have background knowledge in argumenta-
tion) would view a pair of arguments at a time and
make a decision for one particular quality dimen-
sion. As such, the three quality dimensions for each
pair of arguments were not (necessarily) annotated
by the same crowd worker. Table 4 shows the per-
centage of argument pairs for which the same score
was assigned, while the Table 5 shows the same but
excludes cases, where one of the scores was a “Tie”
(i.e., A=B). The percentages here are noticeably
lower than what we have observed for the previous
two datasets. We would like to especially point out
the low percentage of cases, where the same score
was assigned to all three dimensions (i.e., 23.70%
and 37.45% respectively). At first sight, this could
be taken as a case in point against our worry that,
on the argument level, it is generally not possible
to apply the quality dimension of dialectic separate
from logic. However, upon closer inspection, this
is not the case. In this dataset, the three quality
dimensions for each pair of arguments were not
(necessarily) annotated by the same crowd worker.
It is therefore not clear whether the low correlation
scores are due to the ability of individual annotators
to distinguish between the logical and dialectical
dimension, or whether they are due to the different
annotation approach (where one annotator assesses
only one dimension at a time).

Our analysis of the datasets and their annota-

7Marro et al. (2022) also explore the three quality dimen-
sions, yet in the case of dialectic they follow the definition
of Stapleton and Wu (2015) and thus measure it through
the subcategories “rebuttal” and “counterargument”. Further,
according to the annotation guidelines dialectic “will only
be annotated if there are counterarguments, represented as
Claim(s) attacking the Main Claim, or Claim(s) attacking
other Claim(s), present in the persuasive essay”. As only a
subset of the dataset includes dialectic and it is defined differ-
ently, we did not find this dataset annotation to be suitable for
the purpose of our analysis.

Table 4: Assignment of same relative preference (e.g.,
A>B) for quality dimensions by multiple annotators via
crowdsourcing.

Logic Dialectic Rhetoric All
Logic - 44.02% 44.68% -
Dialectic 44.02% - 44.80% -
Rhetoric 44.68% 44.80% - -
All - - - 23.70%

Table 5: Assignment of relative preference (e.g., A>B)
for quality dimensions by multiple annotators (i.e.,
crowdsourcing) excluding “Ties” (i.e., A=B).

Logic Dialectic Rhetoric All
Logic - 57.08% 58.57% -
Dialectic 57.08% - 59.26% -
Rhetoric 58.57% 59.26% - -
All - - - 37.45%

tion show that the same scores were frequently as-
signed for local and their global counterpart dimen-
sions, thus also to logic and dialectic. Gienapp et al.
(2020) and Wachsmuth et al. (2017) discuss the cor-
relation of the dimensions. These correlations for
both papers slightly contradict each other, which
is also what we observe in our analysis. Gienapp
et al. (2020) attribute the differences to the choices
in sample sizes (i.e., 320 arguments vs. 41 859
pairs) and annotation methodologies (i.e., absolute
vs. relative), and point out that “dialectical quality
appears to correlate slightly more with rhetorical
quality in our corpus, but with logical quality in
their [Wachsmuth et al. (2017)’s] data” (Gienapp
et al., 2020). Considering the generally observed
higher agreement scores and thus quality of relative
annotation approaches by Gienapp et al. (2020),
this lower overlap of the scores may be an indica-
tion that the cause for the high correlations between
the dimensions may be due to a difficulty in the dif-
ferentiation between them. However, subjectivity
in the assessment of argument quality is a known
issue, which may also have an influence on the as-
signed scores (Lapesa et al., 2023). Therefore, we
turn to the analysis of the levels of granularity used
for the individual quality dimensions.

Levels of granularity. While the levels of gran-
ularity (i.e., argument unit, argument, monological
argumentation, dialogical argumentation, see Sec-
tion 1) are discussed in the context of the surveyed
prior work in the field, they are only implicitly in-
cluded in the taxonomy proposed by Wachsmuth
et al. (2017). Based on the choice of wording for
the initial (sub-)categories, we deduce that logic
is to be evaluated on an argument unit level or an



argument level, dialectic on an argumentation level,
and rhetoric on an argumentation level. Further, in
all three datasets analyzed, all quality dimensions
were annotated for the same text units.

We provide an even more refined overview of the
levels of granularity, which individual datasets have
used for the annotation by also including datasets
that have not targeted logic, dialectic, and rhetoric
simultaneously, yet have annotated at least one
(sub-) dimension (see Table 6 for an overview)8.
For the majority of the dimensions, prior work has
annotated arguments, followed by some cases of ar-
gument units. We discovered only one annotation
considering dialectic on an argumentation level
(El Baff et al., 2018). They look at persuasive-
ness from a dialectical perspective, considering
factors such as prior beliefs of the reader and the
author, and differentiating themselves from prior
work, which they view as relying on subjective
assessment.

The definitions of the dimensions and the corre-
sponding annotation guidelines used by prior work
do not necessarily imply that one should expect
a direct dependency between the scores for the
logical/local and the dialectical/global quality di-
mensions. As a consequence, we suggest that the
assignment of the same score may originate from
the definition of the dimensions themselves and/or
the use of a single level of granularity to assess the
quality for all three dimensions.

4 Recommendations for Future Work in
Computational Argumentation

Based on the development of logic and dialectic in
argumentation theory (Section 2), our theoretical
takeaways (Section 2.4), and our analysis of the
most popular taxonomy for CA (Section 3), we
introduce recommendations for future work.

Quality-Dimensions Should be Tailored to
Granularity. The first main difference between
logic and dialectic for the computational assess-
ment of argument quality is that the dialectical di-
mension cannot in general be applied below the
granularity level of argumentation. The logical di-
mension can be used to analyze a monological text,
even a single argument, in isolation. dialectic re-
quires at least a pre-defined audience and a context
(in the case of a monological argumentation) and

8As the focus of this work is on logic and dialectic, we
provide the levels of granularity for rhetoric in Appendix B
(see Table 14).

potentially also the counter-position alongside the
argument (in the case of a dialogical argumenta-
tion). As such, arguments should be evaluated only
in terms of their logic, while argumentation can be
assessed in both dimensions - in the case of logic
one would analyze the individual arguments within
the argumentation. Similarly, an argument unit,
which can be a premise or a conclusion, cannot be
assessed regarding logic or dialectic. However, we
acknowledge the fact that some sources such as a
debate forums follow a structure where a conclu-
sion is given first and then forum users are merely
expected to provide premises that support it, thus
the premise alongside the conclusion could form an
argument and thus also be analyzed regarding logic.
This theoretical finding aligns nicely with the em-
pirical data that suggest that annotators struggle
with distinguishing the logical from the dialectical
dimension when only presented with arguments (as
opposed to argumentations).

Acceptability Should be Confined to Dialec-
tic. The differentiation between logic/local and
dialectic/global induces confusion due to the com-
plex conceptual landscape surrounding “logic” (see
above, Section 2). In the context of logic, as con-
ceived by Wachsmuth et al. (2017), relevance and
sufficiency resemble the extant necessary-sufficient
couple, as classically conceived in formal logic:
In a deductively valid argument, the truth of the
premise is sufficient for the truth of the conclusion,
while the truth of the conclusion is necessary for
the truth of the premise. However, for Wachsmuth
et al., both relevance and sufficiency pertain to the
support that premises might lend to the conclusion:
are the premises individually relevant and jointly
sufficient to inductively support the conclusion?

More importantly, when the authors suggest that
acceptability is also acknowledged to cover the log-
ical quality of arguments, this confuses the logical
with the dialectical dimension. More particularly,
according to the annotation guidelines provided
by Wachsmuth et al. (2017), acceptability evalu-
ates whether a premise of an argument (i.e., an
argument unit) “is worthy of being believed”. It is
problematic to assess belief-worthiness as such, in-
dependently of any target audience, as Blair points
out that “depending on the type of premise and the
circumstances of the argument, from the recipient’s
vantage point the norms of acceptability will vary”.
Thus, to improve upon the framework proposed by
Wachsmuth et al. (2017), we suggest to entirely re-
frain from assessing acceptability as a sub-category



Table 6: Levels of granularity in annotated datasets for CA for the dimensions of logic and dialectic.

Main Dimension Sub-Dimension Granularity Dataset
Overall AQ Argument Unit Swanson et al. (2015)

Argument Swanson et al. (2015); Wei et al. (2016); Wachsmuth et al.
(2017); Ng et al. (2020)

Logic / Argument Unit Dumani and Schenkel (2020)
Cogency Argument Wachsmuth et al. (2017); Gienapp et al. (2020); Ng et al.

(2020); Marro et al. (2022)
L.Acceptability Argument Wachsmuth et al. (2017)
L.Relevance Argument Unit Braunstain et al. (2016); Dumani and Schenkel (2019)

Argument Wachsmuth et al. (2017)
L.Sufficiency Argument Wachsmuth et al. (2017); Stab and Gurevych (2017)

Dialectic/ Argument Unit Dumani and Schenkel (2020)
Reasonableness Argument Wachsmuth et al. (2017); Gienapp et al. (2020); Ng et al.

(2020); Marro et al. (2022)
Argumentation El Baff et al. (2018)

G.Acceptability Argument Wachsmuth et al. (2017)
G.Relevance Argument Wachsmuth et al. (2017); Toledo et al. (2019); Gretz et al.

(2020); Joshi et al. (2023)
G.Sufficiency Argument Wachsmuth et al. (2017)

of logic (thus confining it to dialectic) and to eval-
uate logic in terms of relevance and sufficiency
only.

5 Conclusion

In this work we revisited Wachsmuth et al.’s tax-
onomy (2017) for computational argument quality
assessment and analyzed it in terms of its philo-
sophical foundations and its practical applications
for the creation of annotated datasets for compu-
tational assessment. As a result, we suggest for
future work to: i) Pay attention to the texts’ granu-
larity – while logic can be used to assess individ-
ual arguments or potentially even argument units,
dialectic can only be assessed in connection to a
target audience; and ii) Confine the sub-dimension
of acceptability to the dimension of dialectic, as it
requires a context and a target audience for proper
consideration.

Limitations

In this article we aim to provide a comprehensive
and in-depth analysis of the dimensions of logic
and dialectic. While the rhetorical dimension is
by no means less important, it remains beyond the
scope of this work. We believe that due to its high
number of sub-dimensions and due to the consider-
able differences between rhetoric in a monological
and in a dialogical context, an in-depth analysis of
rhetoric should be addressed in a separate work.
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A Pearson’s Correlation Coefficient

In this Appendix Section, we present the Pearson’s correlation coefficient for each of the annotated
datasets discussed in Section 3. Wherever the data is available, we calculate the coefficient for each
annotator separately. The highest values per row (diagonals excluded) are represented in bold.

A.1 Wachsmuth et al. (2017)

Table 7: Pearson’s correlation coefficient for the sub-dimensions of logic and dialectic for Annotator 1.

Metric Local
Acceptability

Global
Acceptability

Local
Relevance

Global
Relevance

Local
Sufficiency

Global
Sufficiency

Local Acceptability 1.00 0.89 0.70 0.71 0.81 0.75
Global Acceptability 0.89 1.00 0.65 0.69 0.78 0.75
Local Relevance 0.70 0.65 1.00 0.79 0.62 0.60
Global Relevance 0.71 0.69 0.79 1.00 0.63 0.63
Local Sufficiency 0.81 0.78 0.62 0.63 1.00 0.80
Global Sufficiency 0.75 0.75 0.60 0.63 0.80 1.00

Table 8: Pearson’s correlation coefficient for the sub-dimensions of logic and dialectic for Annotator 2.

Metric Local
Acceptability

Global
Acceptability

Local
Relevance

Global
Relevance

Local
Sufficiency

Global
Sufficiency

Local Acceptability 1.00 0.48 0.46 0.47 0.62 0.53
Global Acceptability 0.48 1.00 0.43 0.47 0.57 0.59
Local Relevance 0.46 0.43 1.00 0.75 0.48 0.46
Global Relevance 0.47 0.47 0.75 1.00 0.48 0.51
Local Sufficiency 0.62 0.57 0.48 0.48 1.00 0.57
Global Sufficiency 0.53 0.59 0.46 0.51 0.57 1.00

Table 9: Pearson’s correlation coefficient for the sub-dimensions of logic and dialectic for Annotator 3.

Metric Local
Acceptability

Global
Acceptability

Local
Relevance

Global
Relevance

Local
Sufficiency

Global
Sufficiency

Local Acceptability 1.00 0.84 0.64 0.64 0.74 0.54
Global Acceptability 0.84 1.00 0.64 0.67 0.71 0.55
Local Relevance 0.64 0.64 1.00 0.72 0.66 0.51
Global Relevance 0.64 0.67 0.72 1.00 0.71 0.61
Local Sufficiency 0.74 0.71 0.66 0.71 1.00 0.72
Global Sufficiency 0.54 0.55 0.51 0.61 0.72 1.00

A.2 Dumani and Schenkel (2020)

Table 10: Pearson’s correlation coefficient for all dimensions for Annotator 1.

Logic Dialectic Rhetoric
Logic 1.000 0.718 0.765
Dialectic 0.718 1.000 0.813
Rhetoric 0.765 0.813 1.000

Table 11: Pearson’s correlation coefficient for all dimensions for Annotator 2.

Logic Dialectic Rhetoric
Logic 1.000 0.930 0.947
Dialectic 0.930 1.000 0.906
Rhetoric 0.947 0.906 1.000



A.3 Gienapp et al. (2020)

Table 12: Pearson’s correlation coefficient for all dimensions and all values (i.e., A, B, Tie).

Logic Dialectic Rhetoric
Logic 1.000 0.083 0.104
Dialectic 0.083 1.000 0.102
Rhetoric 0.104 0.102 1.000

Table 13: Pearson’s correlation coefficient for all dimensions for the values A and B, excluding Tie.

Logic Dialectic Rhetoric
Logic 1.000 0.140 0.170
Dialectic 0.140 1.000 0.184
Rhetoric 0.170 0.184 1.000

B Levels of granularity - Rhetoric

Table 14: Levels of granularity in annotated datasets for CA for the dimension of rhetoric.

Main Dimension Sub-Dimension Granularity Dataset
Rhetoric / Argument Unit Dumani and Schenkel (2020)
Rhetoric Argument Wachsmuth et al. (2017); Gienapp et al. (2020); Ng et al.

(2020); Marro et al. (2022)
Credibility Argument Wachsmuth et al. (2017)
Appropriateness Argument Ziegenbein et al. (2023); Wachsmuth et al. (2017)
Clarity Argument Wachsmuth et al. (2017)

Argumentation Persing and Ng (2013, 2014)
Emotional Appeal Argument Unit Alhamzeh (2023)

Argument Walker et al. (2012); Wachsmuth et al. (2014, 2017); Falk
et al. (2024)

Dialogue Walker et al. (2012); Falk et al. (2024)
Arrangement Argument Wachsmuth et al. (2017)
Arrangement Argumentation Persing et al. (2010)
(Strength) Argument Unit Alhamzeh (2023)

Argument Persing and Ng (2015)
(Winning Side) Dialogue Zhang et al. (2016)
(Persuasiveness) Argument Unit Durmus et al. (2019)

Argument Tan et al. (2016); Persing and Ng (2017)
Argumentation Tan et al. (2016)
Dialogue Tan et al. (2016)

(Convincingness) Argument Unit Gleize et al. (2019)
Argument Habernal and Gurevych (2016a,b); Toledo et al. (2019)
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